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A random variable for an uperlmenl with a sample space § 1s a function that
assigns a number to each element of 8. Typically, instead of using f to stand
for such a function, we use X. (At first, a random variable was conceivedof as a
variable related to an experiment, explaining the use of X, but it is very helpful
in understanding the mathematics to realize that X is actually a function on
the sample space.)




Bernoulli Trials Process

Because the probability of a sequence of outcomes 1s the product of the prob-
abtlities of the individual outcomes, the probability of any sequence of three
successes and two failures is p*(1 — p)*. More generally, in n Bernoulli tri-
als, the probability of a given sequence of k successes and n — k failures is
p*(1 — p)y*—*. However, this is not the probability of having k successes.,

because many different sequences cou e k successes.
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P(exactly k successes) = ( ¢
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HIRE-ASSISTANT (1)

| best =0 // candidate 0 is a least-qualified dummy candidate
2 fori =1lton

3 interview candidate 1

4 if candidate 7 1s better than candidate best

5 best = i

6 hire candidate i
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Average-Case Analysis of Algorithms

We focus on computing the running time of various algorithms.
When the running time of an algorithm 1s different for difterent nputs of the
same size, we can think of the running time of the algorithm as a random
variable on the sample space of mputs, and thus, we can analyze the expected
running time of the algorithm. This gives us an understanding different from
studying just the worst-case running time for an input of a given size.

Expected running time vs.
the worst-case running time
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Indicator Random Variable

o | 1f A occurs .
[{A} = B |
0 1f A does not occur

[ndicator random variables provide a convenient method for
converting between probabilities and expectations.
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Given a sample space § and an event A in the sample space S, let X4 = 1{A}.
Then E[X 4] = Pr {A}.
E[X4 = EN{A}]
| -Pr{A} +0-Pr{A}
= Pr{A},

where A denotes S — A, the complement of A.
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(by equation (5.2))

= Z E[X;] (by linearity of expectation)

E[X;]=1/i
- Z 1/i (by equation (5.3))
i=1 7'6 'ﬂ' 2.7

= Inn + O(1) (byequation (A.7)) .
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RANDOMIZED-HIRE-ASSISTANT (1)

randomly permute the list of candidates

I
2 best =0 // candidate 0 is a least-qualified dummy candidate
3 fori =1ton
4 interview candidate i
5 if candidate 7 1s better than candidate best
6 best = i
7 hire candidate i I‘[_;J @7 -
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PERMUTE-B Y-SORTING (A
(4) RANDOMIZE-IN-PLACE (A)

1 n = A.length
2 let P[1..n]be anew array | n = Alength
3 fori = lton 2 fori=lton
4 Pli] = RaANDOM(1, n?) 3 swap A[i] with A[RANDOM(i,n)]
5 sort A, using P as sort keys
O(nlogn) CLa)
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Just prior to the ith iteration of the for loop of lines 2-3, for each possible
(i — 1)-permutation of the n elements, the subarray A[l..i — 1| contains
this (i — 1)-permutation with probability (n —i + I)!/n!.
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A randomized algorithm 1s often the simplest and most efficient way to solve a
problem. We shall use randomized algorithms occastonally throughout this book.
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We want to verify the consistency between the ~Computer B

two databases of size n (n=10"°, say) located
on A and B.

N

Computer A

For a deterministic answer, we may have to transfer a

message of at least 7 bits, and (!) without an error on the
way. It doesn’t look a pleasant task.
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Phase 1: R; chooses a prime p from PRIM(n?) at random. Ev-

ery prime from PRIM(n?) has the same probability
1/Prim(n?) to be chosen.

Phase 2: F; computes the integer
s — Number(x) mod p

(i.e., the remainder of the division Number(x) : p)
and sends the binary representations of

s and p

to Hjy.

Phase 3: After reading s and p, Ry; computes the number
g = Number(y) mod p.

If q #£ s, then Rj; outputs “unequal”.
If ¢ = s, then Rj; outputs “equal”.
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Let us see what that means for n = 10!, As already mentioned,
the best determimistic protocol cannot avoid the necessity of com-
municating at least

10" bits

for some mputs. Our protocol WITNESS always works within

4- [log,(10")] < 4-16- [log, 10] = 256 communication bits.






% x = 01111, = 15; y = 10110, =22; n=5
PRIM(25) ={2, 3,5, 7,11, 13,17, 19, 23};

6ssumc that R; chooses the prime 5. In Phase 2 computer Hj;
computes

s=15mod5=10
and sends the integers p = 5 and s = 0 to Ry T Rj; computes
g =22 mod 5 =2.

Since 2 = g # s = 0, the computer Fj; gives the correct answer

\ “r and y are unequal”. )1

Assume now that R; chooses the prime 7 from PRIM(25) at 1‘&)

dom. Then the computer Ry computes

s=15mod 7T=1

and sends the integers p = 7 and s = 1 to Ry;. Then Ry computes

gq=22mod 7T=1.

Since g = s, the computer Ry gives the w%sw&r

\ “r and y are equal”. )
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the number of bad primes for (z,y)

Errory jryess(z,y) = Prim(n?)
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Y AEZEN>67, Prim(m) > % AL = n>9, Prim(n?) > 5 El”

for every problem instance (x,y), the number of bad primes
for (z,y) is at most n — 1,

i1 % 4o Fx=y, %4 bad prime,
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Number(z) = h,-p+s,  Number(y) = hy - p+ s.

Number(x) hy-p+ s
—Number(y) —h,-p—s

Dif(x, y) hy-p—hy-p

Dif(z,y) = Number(z)— Number(y) = hy-p—hyp = (ha—hy)-p.
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A prime p 1s bad for (z,y) if and only if p divides Diflz, y)
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EAR Dif(z, y) = Number(z) — Number(y) < 2"
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em:h positive integer larger than 1 /can be unambiquously
expressed as a product of primes.

Dif(z,y) = pi' - p& - p§ - ... P > p,

Smce n! > 2" for n > 4, k must be smaller than n and m this way
we have obtained the stated aim that

k<n-1,




HEREE XERIBEE

the number of bad primes for (z, y)
Prim(n?)

Errory ey pss(z,y) =
- n—1

<
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2Inn
<

n

Hence, the error probability of WITNESS for problem instances

(z,y) with £ # y is at most 2In /n, which is for n = 10'® at most
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22-: Ex.5.2-1,5.2-2,5.2-4
128-: Ex.5.3-1 — Ex.5.34
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