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|aJ§R1: probability

o VRERfFIXLENES T ?
e Sample space
e Element
e Event
Probability weight
Probability

o YREEIET-1X LL N2 i B probability distribution functionft]
=N E A
I. P(A)>0forany AC S.
2. P(S) = 1.
3. P(AU B) = P(A) + P(B) for any two disjoint events A and B.




8]l probability ¢z

o fEIXLLH] 71, sample space. element. event/) il &4t
22

e The probability of getting at least 1 head in 5 flips of a coin.

e The probability of getting a total of 6 or 7 on the 2 dice.
» The probability that all 3 keys hash to different locations (among 20).

o PREEZ TR B SR ?




8]l probability ¢z

o R fZeuniform probability distribution | N ?

Theorem 5.2 Suppose P is the uniform probability measure defined on a sample space 5. Then
for any event E,

P(E) = |E|/]S],
the size of E divided by the size of S.

o MAEIRBEZS I Z Wl LR B2 1 g2
e The probability of getting at least 1 head in 5 flips of a coin.
e The probability of getting a total of 6 or 7 on the 2 dice.
e The probability that all 3 keys hash to different locations (among 20).

o uniform probability distribution Ai15H K T EAE R FF) 2
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[B)gR1: probability ¢

o R fZeuniform probability distribution | N ?

Theorem 5.2 Suppose P is the uniform probability measure defined on a sample space 5. Then
for any event E,
P(E) = |E|/|5],

the size of E divided by the size of S.

o MAEIRBEZS I Z Wl LR B2 1 g2
e The probability of getting at least 1 head in 5 flips of a coin.
e The probability of getting a total of 6 or 7 on the 2 dice.
e The probability that all 3 keys hash to different locations (among 20).

o uniform probability distribution Y54 K T EREFI{ER] 2
probability = counting
-, y




8]l probability ¢z

e What is the probability of an odd number of heads in three
tosses of a coin? ({15 & uniform probability distribution)
o ORI FHIX AN = M TP SR i 2

An odd number of heads An odd number of tails

An even number of heads

o U AR uniform probability distribution, &4 752
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[B)gR1: probability ¢

* Which i1s more likely, or are both equally
likely?
e Drawing an ace and a king when you draw two
cards from among the 13 spades, or drawing an

ace and a king when you draw two cards from an
ordinary deck of 52 playing cards?

e Drawing an ace and a king of the same suit when
you draw two cards from a deck, or drawing an
ace and a king when you draw two cards from
among the 13 spaces?
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|BJgR2: the principle of inclusion and exclusion

o PREEARIZ AP & LT 12

P(EUFUG)=P(E)+ P(F)+ P(G)— P(ENF)— P(ENG)— P(FNG)+ P(ENFNG)

n n
P(UE*E)=Z[—1}FE+1 | Z P(E; N kg 0Nk )
k=1 <4y ig o <ipn




|a)@k2: the principle of inclusion and exclusion )

e How many functions from an m-element set M to an n-
element set N map nothing to at least one element of N?
e Sample space?
e Element?
e Event?




|a)@k2: the principle of inclusion and exclusion )

e How many functions from an m-element set M to an n-
element set N map nothing to at least one element of N?
e Sample space?
e Element?
e Event?

T

UE'E' :Z[_l'}k-l-l Z |Ef| nE‘igﬂ"'mEik|
i=1

T 1<i]<iz < <ip<n ?
R Bif0 B S (mj(m—k)”




|a)@k2: the principle of inclusion and exclusion )

* In how many ways may you distribute k identical apples to
n children so that no child gets more than m?




|a)@k2: the principle of inclusion and exclusion )

* In how many ways may you distribute k identical apples to
n children so that no child gets more than m?

n—1 n—1

(k + (n — 1)) _ i(_l)Hl (Tll) (k —(m+1)i+(n— 1))
i=1




[B]&R3: conditional probability

o TRAESE & Venn RIMRRE S5 MHBE R 1 2 X ?

P(ENF)

P(EIF) = = 5p

o VREELE A AR AT A NG ?
P(E|F) = P(E)
o VREEH CfEF H XA E H#Hn ?

B|A) P(4)
P(B)

p(aB) = 2

Theorem 5.4 Suppose E and F are events in a sample space. Then E s independent of F if
and only of P(E N F) = P(E)P(F).
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[EJRX3: conditional probability ()
Pz =aijjr1 =a1,...,2i-1 = a;—1) = P(zr; = a;)
o {REfEindependent trials process | 1 ?

Exercise 5.3-7 Suppose we draw a card from a standard deck of 52 cards, discard it (i.e.
we do not replace it), draw another card and continue for a total of ten draws. Is this
an independent trials process?

o AT AXA & — independent trials process?

o NIXANILFEZHtree diagram, FFiH5: SEiskdh RIMEAE
AR 2 Z /D7

o N Zindependent trails process, Htree diagramf 14
RFAIE ?




[ER%3: conditional probability ()

e Anickel, two dimes, and two quarters are in a cup. \We
draw three coins, one at a time, without replacement.
e Draw the probability tree which represents the process.

e Use the tree to determine the probability of getting a nickel on the
last draw.

e Use the tree to determine the probability that the first coin is a
quarter, given that the last coin is a quartetr.




IB]8R4 : random variables
o (REBMRIKECHR A TI0? A1 O T 2

e Random variable
e Expected value

E(X+Y)=E(X)+E(Y)

o IREEE MM v AAEEENS ?
E(X) = Z ; P(X = ;)

E(X)=)_ X(s)P(s)
:8€5




[B]@%4 : random variables ()

e How many sixes do we expect to see on top if we roll 24
dice?

e What is the expected number of times we need to roll two
dice until we geta 7?




[BJR%4 : random variables ()

e Astudent is taking a true-false test and guessing when he doesn’t know
the answer. We are going to compute a score by subtracting a
percentage of the number of incorrect answers from the number of

correct answers. That is, for some number y, the student’s corrected
score will be

(number of corrected answers) — y(number of incorrect answers)

When we convert this “corrected score” to a percentage score, we want

Its expected value to be the percentage of the material being tested that
the student knows. How can we do this?




