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Motivation

Semi-supervised learning (SSL) concerns the problem on how to
improve learning performance via the usage of additional unlabeled
data.

Such a learning framework has received a great deal of attention
owing to immense demands in real-world applications
Despite the success of SSL, studies reveal that SSL with the
exploitation of unlabeled data might even deteriorate learning
performance.
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Motivation

It is highly desirable to study safe SSL scheme that on one side could
often improve performance, on the other side will not hurt
performance

Recently several proposals have been developed to alleviate such a
fundamental challenge for semi-supervised classification (SSC), while
the efforts on semi-supervised regression (SSR) remain to be limited.
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Problem Setting and Formulation

Let {f1, f2, ..., fb} be multiple SSR predictions and f0 be the prediction
of certain direct supervised learner, where fi ∈ Ru, i = 0, ..., b,b and u
refer to the number of regressors and unlabeled instances.f∗ refers to
the groud-truth assignment

Final safe prediction g({f1, f2, ..., fb}, f0), which often outperforms f0,
meanwhile could not be worse than f0.
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Problem Setting and Formulation

We start with a simple scenario to alleviate this challenge, where the
weights of SSR regressors are known. Specifically:

Let α=[α1;α2; ...;αb] ≥ 0 be the weights of individual regressors fi
’s.Larger the weight,closer the regressor is to the ground-truth

We use error to measure the performance gain against
f0,i.e,(∥f0 − f∗∥2 − ∥f − f∗∥2)
But
f∗ is obviously unknown,so we optimize the following functional instead:
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Problem Setting and Formulation

In reality,the explicit weights of individual regressors is difficult to know.For
the sake of simplicity, one assumes that α is is from a convex linear set
M = {α|ATα ≤ b; a ≥ 0},which is a general form that reflects the relation
of individual learners in ensemble learning,where A and b are
task-dependent coefficients.

Without further knowledge to determine the weights of individual
regressors, one aim to optimize the worst-case performance gain as follow:
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Representation to Geometric Projection

Note that Eq.(2) is concave to f and convex to α, and thus it is
recognized as saddle-point convex-concave optimization.

However, it is non-trivial to be solved efficiently because of poor
convergence rate.
In order to alleviate the computational overload and understand how
Eq.(2) works, we in the following show that Eq.(2) can be formulated
as a geometric projection issue that help address the above concerns.
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By setting the derivative of Eq.(2) w.r.t. f to zero, Eq.(2) has a
closed-form solution w.r.t. f as

By substituting Eq.(3) into Eq.(2),we have

By expanding the quadratic form in Eq.(4), it can be rewritten as:

Where F∈ Rb×b is a linear kernel matrix of fi’s,Fij = fTi fj, ∀1 ≤ i, j ≤ b and
v= [2fT1 f0; ...; 2fTb f0]
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By substituting Eq.(3) into Eq.(2),we have

By expanding the quadratic form in Eq.(4), it can be rewritten as:

Where F∈ Rb×b is a linear kernel matrix of fi’s,Fij = fTi fj, ∀1 ≤ i, j ≤ b and
v= [2fT1 f0; ...; 2fTb f0]
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Representation to Geometric Projection

It is not hard to find that Eq.(4) is a geometric projection
problem.Specifically, let Ω = {f|

∑b
i=1 αifi, α ∈ M},Eq.(4) can be

rewritten as,
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How the Proposal Works

Before going into the detail analysis,we notice from Figure 1 that ∥̄f − f∗∥
should be smaller than ∥f0 − f∗∥ if f∗ ∈ Ω.Such an observation motivates
us to derive the following results.
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How the Proposal Works

To understand our proposal more comprehensively, in the following we
investigate how the performance of our proposal is affected when the
condition previously mentioned is violated.

Specifically,let λ∗ = [λ∗
1, ..., λ

∗
b] ∈ M be the optimal solution of the

following functional:

and ϵ be the residual, i.e., ϵ = f∗ −
∑b

i=1 λ
∗
i fi, reflecting the degree of

violation.
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How the Proposal Works

Suppose fi’s are normalized into [0 : 1],we then have the following
result for the proposed method.

Theorem 3 discloses that when the required safeness condition is
violated, the worst-case increased loss of our proposed method is only
related to the norm of the residual (in other words, the quality of
regressors),and has nothing to do with other factors,e.g.,the quantity
of regressors.
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