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int sequence(std::vector{int>& numbers

{
// Initialize wariables here
int max_so_far = rombers[0], max_ending here = numbers[0];
size_t begin = 0;
zize_t begin_temp = 0
size_t end = 0;
/7 Find : rdqurml e by looping through
forisize_t 1 = 1: 1 < rnumbers.sizel) . 1++)
/i calculate max_ending_here
%f(max_ending_here <0 iﬂj%giiﬁﬂjzu
naxending_here = nusbers (il emax_so_far: A[1..j] I H & K{E
} ) *max_ending_here: 5 KAJA[i...j+1]
elze 2 N . =
{ P R VAL j+1] B OKE
max_ending_here += numbers[i]
1
Ji{ calculate max_so_far .
if (max_ending_here > max_so_far ) EE R
{ . e 1. BFHE AL EE ﬁﬁﬁA[i]%ﬁﬂzJ\ﬁ AjJW
max_so_far = max_ending here;
begin = begin temp. 2. ANwe], Sk s — e BRI iR
end = 1
1
ieturn nax so far - | 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
h 13| -3 (-25(20|-3(-16(23|18 |20 (-7 (12 |-5|22(15|4]| 7

e PSEE, GO 2
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o RFBZAT. IEHA4E L

n n n—-1. n
T(n)>2cl—|lgl—||+n>2c——1og—+
(n) (CL2J g{zD n>2c 5 g4 n

1 1 1
:cnlgn—clgn—2cn—|—2c+n:cnlgn—zlgn+§n+520nlgn

(c=1/4)

« A Lidboundary condition
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INRBRIET (1) < cn'=*

T(n)é L <en'®t +n>cen'®t, fails

NI o 1
BCNAKET (n) < cn'*®* ok

T(n)S <en®t tn—n=cn"%",  XFEXNG?

BONBAET (n) < cn'*®* + dn

T(n)<..<cn's* +(§d+ljn < cn'®* + dn, Rg‘gd-Fl <d



recursion treeJ2H it &R Bk — AN 1]

TCEHA.47544>]2

WAl AE BHT(n) € O(f(n)) ?

— XfTn>n,, T(n)<c,f(n)

logn+1

Ak BH T(n) € ©(f(n)) ?
— XTn>n,, ¢ f(n)<T(n)<c,f(n)

4 = substitution method?

— HORIHE

T(n)=n2+n%/4+...+T(1)=0(n2)



TCER4%E 0] @i 2b

* T(n)=2T(n/2) + ©(n) + p(n)
Merge Pass
e By pointer/By copying subrange
— T(n)=2T(n/2) + ©(n)=0(nlgn)
* By copying: p(n)=N

sorted sequence

merge

2 4 5 7 1 2 3 6 +2N

~ merge merge \
+4N

merge merge merge merge

N

[1] +N T(n)= ©(nlgn+n?)=06(n?)
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7] @i1: probability

PRIEARIX LERE & 1 1 2
— Sample space

— Element

— Event

— Probability weight

— Probability

PR BE IR T 1X Lot & % B probability distribution functionf\] =
A AFIG 7

1. P(A) =0 forany A C S.

2. P(S) = 1.

3. P(AUB) = P(A) + P(B) for any two disjoint events A and B.



] @l1: probability

o TEIXULH| T, sample space. element. eventZ)Fll/Eft A4 2
— The probability of getting at least 1 head in 5 flips of a coin.
— The probability of getting a total of 6 or 7 on the 2 dice.

— The probability that all 3 keys hash to different locations (among 20).

« PREES M EMTEZRM? (HAEM? )



0] @i1: probability

o {R¥fEuniform probability distribution | 15 ?

Theorem 5.2 Suppose P is the uniform probability measure defined on a sample space S. Then
for any event E,

P(E) = |E|/|S|,
the size of E divided by the size of S.

o WAEVRREZ 2 HT JLAR A R 1 17
— The probability of getting at least 1 head in 5 flips of a coin.
— The probability of getting a total of 6 or 7 on the 2 dice.

— The probability that all 3 keys hash to different locations (among 20).

« uniform probability distribution N1 & 75K | EFERIER]?



] @l1: probability

o {R¥fEuniform probability distribution | 15 ?

Theorem 5.2 Suppose P is the uniform probability measure defined on a sample space S. Then
for any event E,

P(E) = |E|/|S|,
the size of E divided by the size of S.

o WAEVRREZ 2 HT JLAR A R 1 17
— The probability of getting at least 1 head in 5 flips of a coin.
— The probability of getting a total of 6 or 7 on the 2 dice.

— The probability that all 3 keys hash to different locations (among 20).

« uniform probability distribution N1 & 75K | EFERIER]?
— probability = counting



] @l1: probability

 What is the probability of an odd number of heads in three
tosses of a coin? (%% 72 uniform probability distribution)

— AR AN = A TR SR A ?

An odd number of heads An odd number of tails

An even number of heads

o MR A Zuniform probability distribution, &X4 75?



] @l1: probability

 Which is more likely, or are both equally likely?

— Drawing an ace and a king when you draw two
cards from among the 13 spades, or drawing an
ace and a king when you draw two cards from an
ordinary deck of 52 playing cards?

— Drawing an ace and a king of the same suit when
you draw two cards from a deck, or drawing an
ace and a king when you draw two cards from
among the 13 spaces?



1] /812 the principle of inclusion and exclusion

o VREEMFEZ A B RS ST

— P(FUFUG)=PE)+P(F)+PG)—PENF)-PENG)-PIFNG)+PENFNG)

A
a7a
-

14



7] 2l2: the principle of inclusion and exclusion

* How many functions from an m-element set M to an n-
element set N map nothing to at least one element of N?
— Sample space?
— Element?
— Event?

n T
U 1:‘1" = Z (—1 v)k t1 Z Ifi._ N 1':;._1 REEEER 1':,'}:|
i=1 k=1 :

. 11,09 ,0ns iL:
T :‘=f|]‘:';'-_)-:--~-1:;":i.'.

Eft A FEIX B AT 452




7] 2l2: the principle of inclusion and exclusion

* How many functions from an m-element set M to an n-
element set N map nothing to at least one element of N?
— Sample space?
— Element?
— Event?

n n
U 1:}-‘ =) (-1t > Ei; N Eiy N --- N Ey|
i=1 k=1 :

. 11,09 ,0ns iL:
T IS <i < <Cip<n

RIS i) B O @(m_k)n




7] 2l2: the principle of inclusion and exclusion

* In how many ways may you distribute k identical apples to n
children so that no child gets more than m?



n]@l2: the principle of inclusion and exclusion ()

* In how many ways may you distribute k identical apples to n
children so that no child gets more than m?

k+(n—1) z( 1)l+1 (m+1)i+(n—1))

n—1 n—1



i W o AN
* /f/J\HbélZl{Zl\ 3

P(E|F) = P(E)
- {REEH OIS HIXPAS e F L 2

P(B|A) P(A)
P(B)

P(A|B) =

Theorem 5.4 Suppose E and F are events in a sample space. Then E is independent of F if
and only if P(ENF)= P(E)P(F).

19



7] #13: conditional probability ()

P(z; =ailr1 =aq,....: ri—1 = ai—1) = P(x; = a;)

« ¥ f#independent trials process 7 14 ?

Exercise 5.3-7 Suppose we draw a card from a standard deck of 52 cards, discard it (i.e.
we do not replace it), draw another card and continue for a total of ten draws. Is this

an independent trials process?

o N AXAZE—"independent trials process?

o XA L fltree diagram, FFHE: SEiskh B IEARIMER

/b

o N5 Zindependent trails process, J:tree diagram G 11T 4 FFIE?

20



7] #13: conditional probability ()

* A nickel, two dimes, and two quarters are in a cup. We draw
three coins, one at a time, without replacement.
— Draw the probability tree which represents the process.

— Use the tree to determine the probability of getting a nickel on the last
draw.

— Use the tree to determine the probability that the first coin is a
quarter, given that the last coin is a quarter.



o] /4. random variables

o PREEMEIXEEAES T IE? feH M+ ?
— Random variable

— Expected value
— E(X+Y)=EX)+E()



7] £i4: random variables (4

o MRIFHWERESCRE (RFEFHE O
— How many sixes do we expect to see on top if we roll 24 dice?

— What is the expected number of times we need to roll two dice until
we geta 7?



7] £i4: random variables (4

A student is taking a true-false test and guessing when he doesn’t know
the answer. We are going to compute a score by subtracting a percentage
of the number of incorrect answers from the number of correct answers.
That is, for some number vy, the student’s corrected score will be

(number of corrected answers) — y(number of incorrect answers)
When we convert this “corrected score” to a percentage score, we want its

expected value to be the percentage of the material being tested that the
student knows. How can we do this?



