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If we have a table with 100 buckets and 50 keys to put in those buckets,
it 1s possible that all 50 of those keys could be assigned (hashed) to the
same bucket in the table. However, someone who is experienced with using
hash functions will tell you that you'd never see this in a million years.
But that same person might also tell you that neither would you ever see,
in a million years, all the keys hash into different locations. In fact, it is far
less likely that all 50 keys would hash into one place than that all 50 keys
would hash into different places, but both events are quite unlikely. Being
able to understand just how likely or unlikely such events are is a major
reason for taking up the study of probability.
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Sample space

Outcome and probability weight

Event and probability
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Axioms for a probability space

i 2 T 7| 44 J& 49 P %k # — /~probability distribution &% — 4
probability measure.

. P(A)>0forany A C S
2. P(S)=1.
3. P(AUB) = P(A) + P(B) for any two disjoint events A and B.
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Find a good sample space for rolling two dice. What weights are appropniate
for the members of your sample space? What is the probability of getting
a total of 6 or 7 on the two dice? Assume the dice are red and green. What
s the probability of getting less than 3 on the red one and more than 3 on
the green one?
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Suppose you hash a list of n keys into a hash table with 20 locations. What
is an appropriate sample space, and what is an appropriate weight function?
(Assume the keys and the hash function are not in any special relationship
to the number 20.) If n = 3, what is the probability that all three keys
hash to different locations? If vou hash 10 keys into the table, what is the
probability that at least two keys have hashed to the same location? We say
two keys collide if they hash to the same locytion. How big does n have to
be to ensure that the probability is at least 1/2 that there has been at least
one collision?

AT S

2 95 95 Em

3 9 855

4 £5 T2675 g'ﬁ\b%%ﬁ MP ?

5 8 5814 If two events E and F are complementary, then
6 75 43603

P(E)=1- P(F).

10 | 55 065472908
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Uniform Probability Distribution

Suppose P is the uniform probability measure defined on a sample
space S. Then for any cvent E,

P(E) = =
=15

which is the size of E divided by the size of §.
A sample space consists of the numbers 0, 1, 2, and 3. We assign weight
|/B100,3/8t0 1, 3/81t0 2, and 1/8 to 3. What is the probability that an

clement of the sample space is positive? Show that this is not the result we
would obtain if we used the formula of Theorem 5.2
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Use the set {0, 1,2, 3} as a sample space for the process of flipping a coin
three times and counting the number of heads. Determine the appropriate
probability weights P(0), P(l), P(2), and P(3).

l

P0)=—

P(hy=3P( ' z;.
P2y=3P( é Pl :'E
P3)= P P(2):%
POy+P(H+P2)+P3) =1 PG =1
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If you roll two dice, what is the probability of either an even sum or a sum
of 8 or more (or both)?

E (8&0R): {(1,1), (1,3), (1.,5), (2,2), (2,4), (2,6), (3,1), (3,3), (3,5), (4.2), (4.4),
(4,6), (5,1), (5,3), (5,5), (6,2), (6,4), (6,6)}, 18“~outcomes

F (FIA/NT8): {(2,6), (3,5), (3,6), (4,4), (4,5), (4,6), (5,3), (5,4), (5,5), (5,6),
(6,2), (6,3), (6,4), (6,5), (6,6)}, 15/ ~outcomes
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(Principle of Inclusion and Exclusion for Probability) The probability
of the union E, U E, U---U E, of events in a sample space S is given

by

P(OE;)=ZH:(—I)"+' Y P(E,NE,N---NE,). (56)
i=l k=1

By iy, iy
l<ij<i<---<ipg<n
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The conditional probability of E given F, denoted by P(E|F) and read
as “the probability of E given F.” is

P(ENF)

P(E|F) = — (5.13)
P(F)
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E is independent of F if P(E|F) =

(Product Principle for Independent Probabilities) Suppose E and F are

events in a sample space. Then E is independent of F if and only if P(E N
F) = P(E)P(F).

Show that when we roll
two dice, one red and one green, the event “the total number of dots on top
15 0dd" 15 independent of the event “the red die has an odd number of dots

|‘rﬂ @1 4. on fop.”

(NP R A T RN R A G Ea [T aplIRYs
mdependence)/ 5 & l)i(d|SJomt) (12
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(Product Principle for Independent Probabilities) Suppose E and F are
events in a sample space. Then E is independent of F if and only if P(E N
F)= P(E)P(F).
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. The event
that key 7 hashes to some number r consists of all n-tuples with r in the ith
position, soits probability is k"~ /k" = 1/ k. The probability thatkey j hashes
to some number ¢ is also 1/k. If i # J, then the event that key ¢ hashes to r
and key ;j hashes to ¢ has probability k"~2/k" = 1/k?, which is the product
of the probabilities that key i hashes to r and key j hashes to g. Therefore,
these two events are independent. If 7 = J, the probability of key 7 hashing to
r and key j hashing to ¢ 1s 0, unless r = ¢, in which case itis 1. Thus, ifi = J,
these events are not independent.
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It a student knows 80% of the material in a course, what do you expect her
grade to be on a (well-balanced) 100-question short-answer test about the
course? What is the probability that she answers a question correctly on a
[00-question true-false test if she guesses at each question for which she does
not know the answer? (We assume she knows what she knows—that is, if she
thinks she knows the answer, then she really does.) What do you expect her
grade to be on a 100-question true-false test?

P(Ry=P(RNK)+ P(RNK
IEJJ@;IG: (K) (RNK)+ P(RNK)

= P(R|IK)P(K)+ P(R|IK)P(K)

REESMN “BUW” L =1-8+.5-2=0.
%IJ%:‘?/ %g/l\%‘? fiz: R: W& EH; K: sl EAEE
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pos

.01998
P(D N pos)
- P(Dlpos) =
97902 P (pos)
00099

P(D N pos)/ P(pos) =.00099/.02097 = .0472




) R 7 5

BayesE B R4 NE?
BRt4 B3I BFH
7Y 3'&

P(E|F) =

P(F|E)P(E)
P(F)




Problem: a simple bmary communication channel carries
messages by using only two signals, say 0 and 1. We assume that. for a given
bmary channel, 40% of the time a 1 15 transmitted; the probability that a
transmitted 0 1s correctly recetved 15 0.90, and the probability that a transmitted
1 15 correctly recewved 15 0.95. Determme (a) the probability of a 1 bemng
recerved, and (b) given a 1 15 recetved, the probabality that 1 was transmitted.

—22 5l A 0.95 > 5 P(A) =04, P(A) =0.6;
P(B|A) =0.95, P(B|A4)=0.05;

P(B|4) =090, P(B|4)=0.10.
_os I 09 5 P(BIA)P(A) 0.95(0.4) |
g b P(A|B) =— |,',‘ -= ( -=().863.
P(B) (.44

a P(B) = P(B|A)P(A) + P(BIA)P(4) = 0.95(0.4) + 0.1(0.6) = 0.44
B e e e e R e o S S RN e T s ae S e
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